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ABSTRACT: In this article, the authors adopt deep learning models to directly optimize the portfolio Sharpe ratio. They present a framework that bypasses traditional forecasting steps and allows portfolio weights to be optimized by updating model parameters. The authors trade exchange-traded funds of market indexes to form a portfolio. Doing this substantially reduces the scope of possible assets to choose from, and these indexes have shown robust correlations. The authors backtest their methods from 2011 to the end of April 2020, including the financial instabilities due to COVID-19. Their model delivers good performance under transaction costs, and a detailed study shows the rationality of their approach during the crisis.
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PORTFOLIO OPTIMIZATION

Portfolio optimization is an essential component of a trading system. The optimization aims to select the best asset distribution within a portfolio to maximize returns at a given risk level. This theory was pioneered by Markowitz (1952) and is widely known as modern portfolio theory (MPT). The main benefit of constructing such a portfolio comes from the promotion of diversification that smooths the equity curve, leading to a higher return per risk than trading an individual asset. This observation has been proven (see, e.g., Zivot 2017), showing that the risk (volatility) of a long-only portfolio is always lower than...
that of an individual asset, for a given expected return, as long as assets are not perfectly correlated. We note that this is a natural consequence of Jensen’s inequality (Jensen 1906).

Despite the undeniable power of such diversification, selection of the right asset allocations in a portfolio is not straightforward because the dynamics of financial markets change significantly over time. Assets that exhibit, for example, strong negative correlations in the past could be positively correlated in the future. This adds extra risk to the portfolio and degrades subsequent performance. Furthermore, the universe of available assets for constructing a portfolio is enormous. Taking the US stock markets as a single example, more than 5,000 stocks are available from which to choose (Wild 2008). Indeed, a well-rounded portfolio consists not only of stocks but also is typically supplemented with bonds and commodities, further expanding the spectrum of choices.

In this article, we consider directly optimizing a portfolio, using deep learning models (LeCun, Bengio, and Hinton 2015; Goodfellow, Bengio, and Courville 2016). Unlike classical methods (Markowitz 1952), in which expected returns are first predicted (typically through econometric models), we bypass this forecasting step to directly obtain asset allocations. Several works (Moody et al. 1998; Moody and Saffell 2001; Zhang, Zohren, and Stephen 2020) have shown that the return forecasting approach is not guaranteed to maximize the performance of a portfolio because the prediction steps attempt to minimize a prediction loss, which is not the overall reward from the portfolio. In contrast, our approach is to directly optimize the Sharpe ratio (Sharpe 1994), thus maximizing return per unit of risk. Our framework starts by concatenating multiple features from different assets to form a single observation and then uses a neural network to extract salient information and output portfolio weights so as to maximize the Sharpe ratio.

Instead of choosing individual assets, exchange-traded funds (ETFs) (Gastineau 2008) of market indexes are selected to form a portfolio. We use four market indexes: US total stock index (VTI), US aggregate bond index (AGG), US commodity index (DBC), and the Volatility Index (VIX). All of these indexes are popularly traded ETFs that offer high liquidity and relatively small expense ratios. Trading indexes substantially reduces the possible universe of asset choices and gains exposure to most securities. Furthermore, these indexes are generally uncorrelated, or even negatively correlated, as shown in Exhibit 1. Individual instruments in the same asset class, however, often exhibit strong positive correlations. For example, more than 75% stocks are highly correlated with the market index (Wild 2008); thus, adding them to a portfolio helps less with diversification.

We are aware that subsector indexes, rather than the total market index, can be included in a portfolio; subindustries perform at different levels, and a weighting on good performance in a sector would therefore deliver extra returns. However, we see subsector indexes as

---

**EXHIBIT 1**
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*B = bond index; C = commodity index; S = stock index; V = volatility index.*
highly correlated; thus, adding them again provides minimal diversification for the portfolio and risks lowering returns per unit risk. If higher returns are desired, we can use (for example) volatility scaling to upweight our positions and amplify returns. We therefore do not believe there is a need to find the best-performing sector. Instead, we aim to provide a portfolio that delivers high return per unit risk and allows for volatility scaling (Moskowitz, Ooi, and Pedersen 2012; Harvey et al. 2018; Lim, Zohren, and Roberts 2019) to achieve desired return levels.

The remainder of the article is structured as follows. We first introduce the relevant literature and present our methodology. We then describe our experiments and detail the results of our method compared with a range of baseline algorithms. At the end, we summarize our findings and discuss possible future work.

**LITERATURE REVIEW**

In this section, we review popular portfolio optimization methods and discuss how deep learning models have been applied to this field. A vast literature is available on this topic, so we aim merely to highlight key concepts, popular in the industry or in academic study. One of the popular practical approaches is the reallocation strategy (Wild 2008) adopted by many pension funds (e.g., LifeStrategy Equity Fund, Vanguard). This approach constructs a portfolio by investing only in stocks and bonds. A typical risk-moderate portfolio would, for example, comprise 60% equities and 40% bonds, and the portfolio needs to be rebalanced only semi-annually or annually to maintain this allocation ratio. The method delivers good performance over the long term; however, the fixed allocation ratio means that investors who prefer to place more weight on stocks need to tolerate potentially large drawdowns during dull markets.

Mean–variance analysis or MPT (Markowitz 1952) is used for many institutional portfolios that solve a constraint optimization problem to derive portfolio weights. Despite its popularity, the assumptions of the theory face criticism because they are often not obeyed in real financial markets. In particular, returns are assumed to follow a Gaussian distribution in MPT; therefore, investors only consider expected return and variance of the portfolio returns to make decisions. However, it is widely accepted (see, e.g., Cont and Nitions 1999; Zhang, Zohren, and Roberts 2019b) that returns tend to have fat tails and extreme losses are more likely to occur in practice, leading to severe drawdowns that are not bearable. The maximum diversification (MD) portfolio is another promising method, introduced by Choueifaty and Coignard (2008), that aims to maximize the diversification of a portfolio, thereby aiming to have minimally correlated assets so the portfolio can achieve higher returns (and lower risk) than other classical methods. We compare our model with both these strategies, and results suggest that our methods deliver better performance and tolerate larger transaction costs than either of these benchmarks.

Stochastic portfolio theory (SPT) was recently proposed by Fernholz (2002) and Fernholz and Karatzas (2009). Unlike other methods, SPT aims to achieve relative arbitrage, meaning to select portfolios that can outperform a market index with probability of one. Such investment strategies have been studied by Fernholz and Karatzas (2010, 2011), Ruf (2013), and Wong (2015). However, the number of relative arbitrage strategies remains small because theory does not suggest how to construct such strategies. We can check whether a given strategy is a relative arbitrage, but it is nontrivial to develop one ex ante. In this article, we include a particular class of SPT called the functionally generated portfolio (Fernholz 1999) in our experiment, but the result suggests this method delivers inferior performance compared with other algorithms and generates large turnovers, making it unprofitable under heavy transaction costs.

The idea of our end-to-end training framework was first initiated by Moody et al. (1998) and Moody and Saffell (2001). However, they mainly focused on optimizing the performance for a single asset, so there is little discussion of how portfolios should be maximized. Furthermore, their testing period is from 1970 to 1994, whereas our dataset is up to date and we study the behavior of our strategy under the current crisis due to COVID–19. We can also link our approach to reinforcement learning (RL) (Williams 1992; Mnih et al. 2013; Sutton and Barto 2018), in which an agent interacts with an environment to maximize cumulative rewards. Bertoluzzo and Corazza (2012), Huang (2018), and Zhang, Zohren, and Stephen (2020) have studied this stream and adopted RL to design trading strategies. However, the goal of RL is to maximize expected cumulative rewards such as profits, whereas the Sharpe ratio cannot be directly optimized.
METHODOLOGY

In this section, we introduce our framework and discuss how the Sharpe ratio can be optimized through gradient ascent. We discuss the types of neural networks used and detail the functionality of each component in our method.

Objective Function

The Sharpe ratio is used to gauge the return per risk of a portfolio and is defined as expected return over volatility (excluding the risk-free rate for simplicity):

\[ L = \frac{E(R_p)}{\text{Std}(R_p)} \]  

where \( E(R_p) \) and \( \text{Std}(R_p) \) are the estimates of the mean and standard deviation of portfolio returns. Specifically, for a trading period of \( t = \{1, \ldots, T\} \), we can maximize the following objective function:

\[ L_T = \frac{E(R_{p,i})}{\sqrt{E(R_{p,i}^2) - (E(R_{p,i}))^2}} \]

\[ E(R_{p,i}) = \frac{1}{T} \sum_{t=1}^{T} R_{p,i} \]

where \( R_{p,i} \) is realized portfolio return over \( n \) assets at time \( t \) denoted as

\[ R_{p,i} = \sum_{j=1}^{n} w_{i,j-1} \cdot r_{i,j} \]

where \( r_{i,j} \) is the return of asset \( i \) with \( r_{i,j} = \left( \frac{p_{i,j}}{p_{i,j-1}} - 1 \right) \). We represent the allocation ratio (position) of asset \( i \) as \( w_{i,j} \in [0, 1] \) and \( \sum_{i} w_{i,j} = 1 \). In our approach, a neural network \( f \) with parameters \( \Theta \) is adopted to model \( w_{i,j} \) for a long-only portfolio:

\[ w_{i,j} = f(\Theta|x_{i,j}) \]

where \( x_{i,j} \) represents the current market information and we bypass the classical forecasting step by linking the inputs with positions to maximize the Sharpe over trading period \( T \), namely \( L_T \). However, a long-only portfolio imposes constraints that require weights to be positive and summed to one; we use softmax outputs to fulfill these requirements:

\[ w_{i,j} = \frac{\exp(\tilde{w}_{i,j})}{\sum_{j} \exp(\tilde{w}_{j,j})} \]

Such a framework can be optimized using unconstrained optimization methods. In particular, we use gradient ascent to maximize the Sharpe ratio. The gradient of \( L_T \) with respect to parameters \( \Theta \) is readily calculable, with an excellent derivation presented by Moody et al. (1998) and Molina (2016). Once we obtain \( \partial L_T / \partial \Theta \), we can repeatedly compute this value from training data and update the parameters by using gradient ascent:

\[ \Theta_{\text{new}} := \Theta_{\text{old}} + \alpha \frac{\partial L_T}{\partial \Theta} \]

where \( \alpha \) is the learning rate, and the process can be repeated for many epochs until the convergence of Sharpe ratio or the optimization of validation performance is achieved.

Model Architecture

We depict our network architecture in Exhibit 2. Our model consists of three main building blocks: input layer, neural layer, and output layer. The idea of this design is to use neural networks to extract cross-sectional features from input assets. Features extracted from deep learning models have been suggested to perform better than traditional hand-crafted features (Zhang, Zohren, and Stephen 2020). Once features have been extracted, the model outputs portfolio weights, and we obtain realized returns to maximize the Sharpe ratio. We detail each component of our method.

Input layer. We denote each asset as \( A_k \), and we have \( n \) assets to form a portfolio. A single input is prepared by concatenating information from all assets. For example, the input features of one asset can be its past prices and returns, with a dimension of \( (k, 2) \), in which \( k \) represents the lookback window. By stacking features across all assets, the dimension of the resulting input would be \( (k, 2 \times n) \). We can then feed this input to the network and expect nonlinear features to be extracted.

Neural layer. A series of hidden layers can be stacked to form a network; however, in practice, this part requires many experiments because there are plentiful ways of combining hidden layers and performance.
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often depends on the architecture design. We have tested deep learning models including fully connected neural network (FCN) (Goodfellow, Bengio, and Courville 2016), convolutional neural network (CNN) (Krizhevsky, Sutskever, and Hinton 2012), and long short-term memory (LSTM) (Hochreiter and Schmidhuber 1997). Overall, LSTMs deliver the best performance for modeling daily financial data, and a number of works (Tsantekidis et al. 2017; Lim, Zohren, and Roberts 2019; Zhang, Zohren, and Stephen 2020) support this observation.

We note a problem of FCN: severe overfitting. Because it assigns parameters to each input feature, this results in an excess number of parameters. The LSTM operates with a cell structure that has gate mechanisms to summarize and filter information from its long history, so the model ends up with fewer trainable parameters and achieves better generalization results. In contrast, CNNs with strong smoothing (typical of large convolutional filters) tend to have underfitting problems, such that overly smooth solutions are obtained. Because of the design of parameter sharing and the convolution operations, CNNs overfilter the inputs, in our experience. However, we note that CNNs appear to be excellent candidates for modeling high-frequency financial data such as limit order books (Zhang, Zohren, and Roberts 2019a).

Output layer. To construct a long-only portfolio, we use the softmax activation function for the output layer, which naturally imposes constraints to keep portfolio weights positive and summing to one. The number of output nodes \( w_1, \ldots, w_n \) is equal to the number of assets in our portfolio, and we can multiply these portfolio weights with associated assets’ returns \( r_1, \ldots, r_n \) to calculate realized portfolio returns \( R_p \). Once realized returns are obtained, we can derive the Sharpe ratio and calculate the gradients of the Sharpe ratio with respect to the model parameters and use gradient ascent to update the parameters.

EXPERIMENTS

Description of Dataset

We use four market indexes: US VTI, US AGG, US DBC, and VIX. These are popular ETFs (Gastineau 2008) that have existed for more than 15 years. As discussed before, trading indexes offers advantages over trading individual assets because these indexes are generally uncorrelated, resulting in diversification. A diversified portfolio delivers a higher return per risk, and the idea of our strategy is to have a system that delivers a good reward-to-risk ratio.

Our dataset ranges from 2006 to 2020 and contains daily observations. We retrain our model at every two years and use all data available up to that point to update parameters. Overall, our testing period is from 2011 to the end of April 2020, including the most recent crisis due to COVID-19.

Baseline Algorithms

We compare our method with a group of baseline algorithms. The first set of baseline models are reallocation strategies adopted by many pension funds. These strategies assign a fixed allocation ratio to relevant assets and rebalance portfolios annually to maintain these ratios. Investors can select a portfolio based on their risk preferences. In general, portfolios weighted more on
equities would deliver better performance at the expense of greater volatility. In this article, we consider four such strategies: Allocation 1 (25% shares, 25% bonds, 25% commodities, and 25% volatility index), Allocation 2 (50% shares, 10% bonds, 20% commodities, and 20% volatility index), Allocation 3 (10% shares, 50% bonds, 20% commodities, and 20% volatility index), and Allocation 4 (40% shares, 40% bonds, 10% commodities, and 10% volatility index).

The second set of comparison models are mean–variance optimization (MV) (Markowitz 1952) and MD (Theron and Van Vuuren 2018). We use moving averages with a rolling window of 50 days to estimate the expected returns and covariance matrix. The portfolio weights are updated on a daily basis, and we select weights that maximize Sharpe ratio for MV. The last baseline algorithm is the diversity-weighted portfolio (DWP) from SPT presented by Samo and Vervuurt (2016). The DWP relates portfolio weights to assets’ market capitalization, and it has been suggested to be able to outperform the market index with certainty (Fernholz, Karatzas, and Kardaras 2005).

### Training Scheme

In this article, we use a single layer of LSTM connectivity, with 64 units, to model the portfolio weights and then to optimize the Sharpe ratio. We purposely keep our network simple to indicate the effectiveness of this end-to-end training pipeline instead of carefully fine-tuning the right hyperparameters. Our input contains close prices and daily returns for each market index, and we take the past 50 days of these observations to form a single input. We are aware that returns can be derived from prices, but keeping returns helps with the evaluation of Equation 7, and we can treat them as momentum features as done by Moskowitz, Ooi, and Pedersen (2012). Because our focus is not on feature selection, we choose these commonly used features in our work. The Adam optimizer (Kingma and Ba 2015) is used for training our network, and the mini-batch size is 64. We take 10% of any training data as a separate validation set to optimize hyperparameters and control overfitting problems. Any hyperparameter optimization is done on the validation set, leaving the test data for the final performance evaluation and ensuring the validity of our results. In general, our training process stops after 100 epochs.

### Experimental Results

When reporting the test performance, we include transaction costs and use volatility scaling (Moskowitz, Ooi, and Pedersen 2012; Lim, Zohren, and Roberts 2019; Zhang, Zohren, and Stephen 2020) to scale our positions based on market volatility. We can set our own volatility target and meet the expectations of investors with different risk preferences. Once volatilities are adjusted, our investment performances are mainly driven by strategies instead of being heavily affected by markets.

The modified portfolio return can be defined as

\[
R_{p,t} = \sum_{i} \frac{\sigma^i_{w,t}}{\sigma_{r,i-1}} w_{r,i-1} \cdot r_{i,t} - C \sum_{i} \left( \frac{\sigma^i_{w,t}}{\sigma_{r,i-1}} w_{r,i-1} - \frac{\sigma^i_{w,t}}{\sigma_{r,i-2}} w_{r,i-2} \right)
\]

(7)

where \( \sigma^i_{w,t} \) is the volatility target and \( \sigma_{r,i-1} \) is an ex ante volatility estimate of asset \( i \) calculated using an exponentially weighted moving standard deviation with a 50-day window on \( r_{i,t} \). We use daily changes of the traded value of an asset to represent transaction costs, which is calculated by the second term in Equation 7. \( C (= \text{lps} = 0.0001) \) is the cost rate, and we change it to reflect how our model performs under different transaction costs.

To evaluate the performance of our methods, we use the following metrics: expected return \( (E(R)) \), standard deviation of return \( (\text{Std}(R)) \), Sharpe ratio \( (\text{Sharpe} 1994) \), downside deviation of return \( (\text{DD}(R)) \) (McNeil, Frey, and Embrechts 2015), and Sortino ratio \( (\text{Sortino} \text{ and Price } 1994) \). All of these metrics are annualized, and we also report on maximum drawdown \( (\text{MDD}) \) (Chekhlov, Uryasev, and Zabarankin 2005), percentage of positive return \( (\% \, \text{of} \, + \, \text{Ret}) \), and the ratio between positive and negative return \( (\text{Ave.} \, P/\text{Ave.} \, L) \).

Exhibit 3 presents the results of our model (DLS) compared to other baseline algorithms. The top of the exhibit shows the results without using volatility scaling, and we can see that our model achieves the best Sharpe ratio and Sortino ratio, delivering the highest return per risk. However, given the large differences in volatilities, we cannot directly compare expected and cumulative returns for different methods; thus, volatility scaling also helps to make fair comparisons.

Once volatilities are scaled (shown in the middle of Exhibit 3), DLS delivers the best performance across all evaluation metrics except for a slightly larger drawdown. If we look at the cumulative returns in Exhibit 4,
E X H I B I T 3
Experiment Results for Different Algorithms

<table>
<thead>
<tr>
<th></th>
<th>E(R)</th>
<th>Std(R)</th>
<th>Sharpe</th>
<th>DD(R)</th>
<th>Sortino</th>
<th>MDD</th>
<th>% of + Ret</th>
<th>Ave. P</th>
<th>Ave. L</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: Novolatility Scaling and C = 0.01%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Allocation 1</td>
<td>0.282</td>
<td>0.303</td>
<td>0.929</td>
<td>0.136</td>
<td>2.065</td>
<td>0.142</td>
<td>0.479</td>
<td>1.193</td>
<td></td>
</tr>
<tr>
<td>Allocation 2</td>
<td>0.249</td>
<td>0.212</td>
<td>1.173</td>
<td>0.095</td>
<td>2.616</td>
<td>0.097</td>
<td>0.483</td>
<td>1.254</td>
<td></td>
</tr>
<tr>
<td>Allocation 3</td>
<td>0.228</td>
<td>0.256</td>
<td>0.890</td>
<td>0.116</td>
<td>1.962</td>
<td>0.122</td>
<td>0.476</td>
<td>1.183</td>
<td></td>
</tr>
<tr>
<td>Allocation 4</td>
<td>0.152</td>
<td>0.123</td>
<td>1.228</td>
<td>0.052</td>
<td>2.932</td>
<td>0.081</td>
<td>0.505</td>
<td>1.349</td>
<td></td>
</tr>
<tr>
<td>MV</td>
<td>0.082</td>
<td>0.108</td>
<td>0.759</td>
<td>0.069</td>
<td>1.192</td>
<td>0.195</td>
<td>0.562</td>
<td>1.199</td>
<td></td>
</tr>
<tr>
<td>MD</td>
<td>0.462</td>
<td>0.523</td>
<td>0.882</td>
<td>0.239</td>
<td>1.931</td>
<td>0.273</td>
<td>0.473</td>
<td>1.182</td>
<td></td>
</tr>
<tr>
<td>DWP</td>
<td>0.051</td>
<td>0.102</td>
<td>0.493</td>
<td>0.067</td>
<td>0.740</td>
<td>0.179</td>
<td>0.549</td>
<td>1.107</td>
<td></td>
</tr>
<tr>
<td>DLS</td>
<td>0.313</td>
<td>0.168</td>
<td>1.858</td>
<td>0.099</td>
<td>3.135</td>
<td>0.102</td>
<td>0.537</td>
<td>1.518</td>
<td></td>
</tr>
<tr>
<td>Panel B: Volatility Scaling (σ_w = 0.10) and C = 0.01%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Allocation 1</td>
<td>0.160</td>
<td>0.105</td>
<td>1.526</td>
<td>0.061</td>
<td>2.629</td>
<td>0.111</td>
<td>0.554</td>
<td>1.289</td>
<td></td>
</tr>
<tr>
<td>Allocation 2</td>
<td>0.123</td>
<td>0.106</td>
<td>1.146</td>
<td>0.065</td>
<td>1.861</td>
<td>0.127</td>
<td>0.549</td>
<td>1.211</td>
<td></td>
</tr>
<tr>
<td>Allocation 3</td>
<td>0.145</td>
<td>0.105</td>
<td>1.383</td>
<td>0.061</td>
<td>2.396</td>
<td>0.105</td>
<td>0.542</td>
<td>1.259</td>
<td></td>
</tr>
<tr>
<td>Allocation 4</td>
<td>0.164</td>
<td>0.104</td>
<td>1.579</td>
<td>0.064</td>
<td>2.588</td>
<td>0.112</td>
<td>0.565</td>
<td>1.303</td>
<td></td>
</tr>
<tr>
<td>MV</td>
<td>0.112</td>
<td>0.100</td>
<td>1.120</td>
<td>0.063</td>
<td>1.767</td>
<td>0.211</td>
<td>0.561</td>
<td>1.213</td>
<td></td>
</tr>
<tr>
<td>MD</td>
<td>0.157</td>
<td>0.106</td>
<td>1.484</td>
<td>0.065</td>
<td>2.414</td>
<td>0.125</td>
<td>0.565</td>
<td>1.297</td>
<td></td>
</tr>
<tr>
<td>DWP</td>
<td>0.089</td>
<td>0.109</td>
<td>0.818</td>
<td>0.069</td>
<td>1.291</td>
<td>0.115</td>
<td>0.556</td>
<td>1.148</td>
<td></td>
</tr>
<tr>
<td>DLS</td>
<td>0.206</td>
<td>0.105</td>
<td>1.962</td>
<td>0.062</td>
<td>3.322</td>
<td>0.123</td>
<td>0.559</td>
<td>1.375</td>
<td></td>
</tr>
<tr>
<td>Panel C: Volatility Scaling (σ_w = 0.10) and C = 0.1%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Allocation 1</td>
<td>0.133</td>
<td>0.105</td>
<td>1.274</td>
<td>0.061</td>
<td>2.172</td>
<td>0.113</td>
<td>0.548</td>
<td>1.236</td>
<td></td>
</tr>
<tr>
<td>Allocation 2</td>
<td>0.105</td>
<td>0.107</td>
<td>0.986</td>
<td>0.066</td>
<td>1.590</td>
<td>0.244</td>
<td>0.547</td>
<td>1.179</td>
<td></td>
</tr>
<tr>
<td>Allocation 3</td>
<td>0.117</td>
<td>0.105</td>
<td>1.110</td>
<td>0.061</td>
<td>1.903</td>
<td>0.107</td>
<td>0.538</td>
<td>1.203</td>
<td></td>
</tr>
<tr>
<td>Allocation 4</td>
<td>0.135</td>
<td>0.104</td>
<td>1.299</td>
<td>0.064</td>
<td>2.108</td>
<td>0.114</td>
<td>0.559</td>
<td>1.244</td>
<td></td>
</tr>
<tr>
<td>MV</td>
<td>0.019</td>
<td>0.101</td>
<td>0.191</td>
<td>0.066</td>
<td>0.293</td>
<td>0.324</td>
<td>0.537</td>
<td>1.033</td>
<td></td>
</tr>
<tr>
<td>MD</td>
<td>0.095</td>
<td>0.106</td>
<td>0.899</td>
<td>0.066</td>
<td>1.431</td>
<td>0.145</td>
<td>0.549</td>
<td>1.171</td>
<td></td>
</tr>
<tr>
<td>DWP</td>
<td>-0.083</td>
<td>0.110</td>
<td>-0.753</td>
<td>0.074</td>
<td>-1.129</td>
<td>0.627</td>
<td>0.508</td>
<td>0.880</td>
<td></td>
</tr>
<tr>
<td>DLS</td>
<td>0.148</td>
<td>0.105</td>
<td>1.403</td>
<td>0.063</td>
<td>2.327</td>
<td>0.125</td>
<td>0.547</td>
<td>1.272</td>
<td></td>
</tr>
</tbody>
</table>

DLS shows outstanding performance over the long haul, and the MDD is reasonable, ensuring investors will have the confidence needed to hold through hard times. Furthermore, if we look at the bottom of Exhibit 3, in which a large cost rate (C = 0.1%) is used, our model (DLS) still delivers the best expected return and achieves the highest Sharpe and Sortino ratios.

However, with a higher cost rate, we can see that reallocation strategies work well. In particular, Allocations 3 and 4 achieve results comparable to our method. To investigate why the performance gap diminishes with a higher cost rate, we present the boxplots for annual realized trade returns and accumulated costs for different assets in Exhibit 5. Overall, our model delivers better realized returns than reallocation strategies, but we also accumulate much larger transaction costs because our positions are adjusted on a daily basis, leading to higher turnover.

For reallocation strategies, daily position changes are only updated for volatility scaling. Otherwise, we only actively change positions once a year to rebalance and maintain the allocation ratio. As a result, reallocation strategies deliver minimal transaction costs. This analysis aims to indicate the validity of our results and show that our method can work under unfavorable conditions.

Model Performance during 2020 Crisis

Due to the recent COVID-19 pandemic, global stock markets fell dramatically and experienced extreme volatility. The crash started on February 24, 2020, when...
markets reported their largest one-week declines since the 2008 financial crisis. Later, with an oil price war between Russia and the OPEC countries, markets further dampened and encountered the largest single-day percentage drop since Black Monday in 1987. As of March 2020, we have seen a downturn of at least 25% in the US markets and 30% in most G20 countries. The crisis shattered many investors’ confidence and resulted in a great loss of their wealth. However, the crisis also provides a great opportunity to stress test our method and understand how our model performs during the crisis.

To study the model behavior, we plot how our algorithm allocated the assets from January to April 2020 in Exhibit 6. At the beginning of 2020, we can see that our model had a quite diverse holding. However, after a small dip in stock index in early February, we had almost only bonds in our portfolio. There were some equity positions left, but very small positions for volatility and commodity indexes. When the crash started on February 24, our holdings were concentrated in the bond index, which is considered to be a safe asset during the crisis. Interestingly, the bond index also fell at this time (in the middle of March), although it rebounded quite quickly. During the fall in bonds, our original positions did not change much, but the scaled positions decreased greatly for the bond index owing to spiking volatility; therefore, our drawdown was small. Overall, we can see that our model delivers reasonable allocations during the crisis, and our positions are protected through volatility scaling.

**Sensitivity Analysis**

To understand how input features affect our decisions, we study the sensitivity analysis presented by Moody and Saffell (2001) for our method. The absolute normalized sensitivity of feature $x_i$ is defined as

$$S_i = \frac{dL}{dx_i} \max_j \left| \frac{dL}{dx_j} \right|$$

where $L$ represents the objective function and $S_i$ captures the relative sensitivity for feature $x_i$ compared with other features. We plot the time-varying sensitivities for all features in Exhibit 7. The $y$-axis indicates the 400 features we have. We use four indexes (each with prices and returns) and take a timeframe of the past 50 observations to form a single input, so there are 400 features in total. The row labeled Sprice represents price features for the stock index, and the bottom of row Sprice is the most recent price for that observation. The same convention is used for all other features.

The importance of features varies over time, but the most recent features always make the biggest
**Exhibit 5**
Boxplot for Annual Realized Trade Returns (top) and Annual Accumulated Costs for Different Assets with Volatility Scaling (bottom)

![Boxplot](image_url)

Note: $\sigma_{tgt} = 0.10$ and $C = 0.01\%$.
contributions; as we can see, the bottom of each feature row has the greatest weight. This observation meets our understanding because, for time-series, recent observations carry more information. The further from the current observation point, the less importance features show, and we can adjust features used based on this observation (eg, using a small lookback window).

CONCLUSION

In this article, we adopt deep learning models to directly optimize a portfolio’s Sharpe ratio. This pipeline bypasses the traditional forecasting step and allows us to optimize portfolio weights by updating model parameters through gradient ascent. Instead of using individual assets, we focus on ETFs of market indexes to form a portfolio. Doing this substantially reduces the scope of possible assets from which to choose, and these indexes have shown robust correlations. In this article, four market indexes have been used to form a portfolio.

We compare our method with a wide range of popular algorithms, including reallocation strategies, classical MV, MD, and the SPT model. Our testing period is from 2011 to April 2020 and includes the recent crisis due to COVID-19. The results show that our model delivers the best performance, and a detailed study of our model performance during the crisis shows the rationality and practicability of our method. A sensitivity analysis is included to understand how input features contribute to outputs, and the observations meet our
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econometric understanding, showing the most recent features are most relevant.

In subsequent continuation of this work, we aim to study portfolio performance under different objective functions. Given the flexible framework of our approach, we can maximize the Sortino ratio or even the diversification degree of a portfolio as long as objective functions are differentiable. We further note that the volatility estimates used for scaling are lagged estimates that do not necessarily represent current market volatilities. We consider another extension to this work to thus adapt the network architecture to infer (future) volatility estimates as a part of the training process.
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